We study network information theory problems through the notion of entropic vectors. Given $n$ random variables, the $2^n - 1$ dimensional vector obtained from all possible joint entropies is called an entropic vector. The space of entropic vectors is a convex cone and a large class of network information theory problems can be cast as linear optimization over this convex cone. While this formulation circumvents the "non-convex" and "infinite-letter" characterizations of earlier formulations, the challenge is that the convex cone of entropic vectors is not known for $n>4$ random variables. In this talk, we develop inner and outer bounds to this space, and describe connections to finite group theory, quasi-uniform distributions, non-Shannon inequalities, matroids, and Cayley's hyperdeterminant. As concrete examples, we will show how determining optimal binary linear codes over GF(2), for arbitrary networks, reduces to linear programming and will develop distributed Monte Carlo Markov chain algorithms for optimal network code design over small alphabet sizes.

Pizza will be served 15 minutes prior to the start of the talk.
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